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Dimerization of formic acid has been simulated using ab initio molecular dynamics at conditions mimicking
rare gas matrix isolation experiments. Aggregation product distributions and the corresponding reaction
pathways have been studied as a function of temperature. At higher temperatures, the cyclic, C2h symmetric,
global minimum structure A with two O-H · · ·OdC hydrogen bonds predominates over the second most
stable, acyclic, local minimum isomer B with one O-H · · ·OdC and one C-H · · ·OdC hydrogen bond, whereas
the latter is the main species at low temperature. Significant concentrations of two additional, less stable,
local minimum species, C exhibiting an O-H · · ·OdC and an O-H · · ·O(H)-C hydrogen bond, and D with
an O-H · · ·O(H)-C and a C-H · · ·OdC hydrogen bond, which should be detectable in experiment, are
predicted at low temperature. Theoretical vibrational spectra are provided to guide the experimental search
for these species. Furthermore, free-energy barriers for thermal interconversion of different dimer species
have been calculated using targeted molecular dynamics in conjunction with thermodynamic integration. The
small barrier for the C f A reaction of 7.0 kJ/mol indicates that the C species can only be stabilized at
ultracold conditions. The data presented here thus hold important clues for the execution and interpretation
of low-temperature vibrational spectroscopy at matrix isolation or ultracold helium droplet conditions.

I. Introduction

Noncovalent interactions play a key role in biology, chem-
istry, physics, and materials science. In supramolecular chem-
istry, for example, complex, weakly interacting, molecular
aggregates are created with tailor-made properties with applica-
tions in catalysis and new materials.1 Herein, important concepts
such as molecular recognition and self-assembly are based on
noncovalent interactions. Typically, the supramolecular struc-
tures formed are in thermal equilibrium and have the strongest
possible intermolecular interactions. Very complex phenomena
such as the formation of molecular crystals or the folding of
proteins, where the number of noncovalent contacts is much
larger, can no longer be explained by thermodynamic arguments
alone. Instead they are often kinetically controlled.2 These
aggregation processes are still poorly understood in general. In
particular, the prediction of the structure of molecular crystals
is an unsolved problem.

Insight into the formation and structures of noncovalently
bonded aggregates has been gained experimentally using a
variety of techniques, including spectroscopy in rare gas matrix
isolation, superfluid helium droplets, and supersonic molecular
beams. It has been demonstrated for dimers of small organic
molecules that at sufficiently low temperatures, T, local mini-
mum structures can be predominantly formed, while the global
minimum structure is only reached at high T thermal equilib-
rium.3 Going beyond dimers, larger aggregates are frequently
dominated by cooperative effects, leading to nonadditive
stabilization by long-range order of electrostatic moments and

electronic delocalization. Such cooperativeness can add to the
fact that many larger aggregates are composed of dimer building
blocks which do not correspond to the global minimum dimer
structure.

Formic acid (FA) is the simplest carboxylic acid and serves
as a prototypical molecule that can form two hydrogen bonds,
either two strong O-H · · ·O bonds or one strong O-H · · ·O and
a weaker C-H · · ·O contact. In the liquid phase, recent first-
principles and classical molecular dynamics simulations4,5

suggest the presence of large branched structures which consist
of small clusters characterized by strong O-H · · ·O H-bonds,
which are held together by a weak C-H · · ·O type of interaction.
The population of the cyclic dimer configuration, which
dominates in the gas phase, has been estimated to be 23%.5

The FA crystal structure, on the other hand, does not consist of
dimeric species and reveals an infinite polymeric structure.6 Gas-
phase FTIR molecular beam spectroscopy suggests the formation
of the global minimum cyclic (C2h) structure with two
O-H · · ·OdC hydrogen bonds,7,8 which is the only populated
FA dimer (FAD) at room temperature. In the following, we shall
refer to this structure as dimer A. Matrix isolation spectroscopy
has revealed that the second most stable, local minimum,
structure B with one O-H · · ·OdC and one C-H · · ·OdC
hydrogen bond is formed at low temperatures below 40 K.9

Upon heating the matrix above 40 K, the dimers are converted
to the thermodynamically most stable cyclic form. At ultracold
conditions in superfluid helium droplets (T ) 0.37 K), the local
minimum structure was exclusively found.10 In total, six different
localminimumstructureshavebeendescribed in the literature.11-13

However, most theoretical studies are static quantum chemical
calculations merely characterizing the different dimer forms
without attempting to understand their formation, that is, the
dynamical aggregation process. A recent ab initio study14

describes the FA dimerization as a stepwise mechanism where
the thermodynamically less stable acyclic dimer converts into
the global minimum. According to the results utilizing the MP2-
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R12/K2 level of theory, the global minimum is 6.3 kcal/mol
more stable than the acyclic structure. The barrier for rotation
about the CdO bond, necessary to convert A to B, has been
estimated to be 2.9 kcal/mol. DFT calculations (B3LYP/
TZ2P(f,d)+diff) predict the values of 6.7 and 2.8 kcal/mol for
the energy difference and rotational barrier, respectively, in a
good agreement with the ab initio data.14

In the present work, we have carried out DFT-based first-
principles molecular dynamics simulations of the FA dimer-
ization process mimicking the conditions of rare gas matrix
isolation experiments. The simulations provide detailed insight
into the aggregation pathways and predict product distributions
of different dimer structures as a function of temperature. Similar
calculations have recently been employed successfully to
interpret matrix isolation spectroscopic data on formamide
dimers.15

In particular, we classify the possible first contact structures
in terms of the H-bond formed, that is, either a strong
O-H · · ·OdC or weaker C-H · · ·OdC or O-H · · ·O(H)-C
hydrogen bond, and quantify their abundance. For each initial
contact structure, we follow the dynamical paths through to the
final products, which often proceed via a number of local
potential minima, and calculate a conditional product distribution.

In addition, we have investigated the dynamical mechanism
of thermal interconversion of different local minimum structures
using the targeted MD (TMD) method.16 This method has been
applied previously to study double proton transfer in FA dimers17

and yields free-energy profiles, including activation barriers,
along the transition pathways. Our theoretical results provide
guidance for future IR spectroscopic studies, which, in turn,
will be able to probe the theoretical predictions. As a concrete
help for the experimental search of the new dimer species
proposed here, we have calculated the IR vibrational spectra of
all relevant species. In addition to identifying the experimentally
observable dimer products, our simulations contribute to a more
complete understanding of the aggregation process, including
precursor and intermediate structures that are not easily detect-
able or sometimes not accessible at all in spectral analysis.

II. Computational Methods

All calculations were performed using the plane wave density
functional code CPMD, version 3.10.18 The PBE exchange-
correlation functional19 and a plane wave basis truncated at 25
Ry were used. Core electrons were taken into account through
the use of Vanderbilt ultrasoft pseudopotentials.20 The runs were
carried out screening the periodic boundary conditions using
Martyna and Tuckerman’s method21 to solve the Poisson
equation. Geometry optimizations were performed in a smaller
unit cell of size 13.2 × 10.6 × 10.6 Å3. Vibrational frequencies
were calculated for the optimized structures to verify that they
indeed correspond to potential minima. Most of the starting
structures for geometry optimization were taken from the
literature;11-13 others were constructed taking into account all
possible hydrogen bonding arrangements. A recent study of a
similar system has shown that no important additional structures
could be found using extensive random sampling of starting
geometries.15 For more complex systems, a random sampling
procedure using molecular dynamics could be employed.22 The
set of optimized FAD structures found here has proven to ensure
a complete description of all stages of the dimerization process.

To enhance the predictive power of our theoretical vibrational
frequencies, these calculations were carried out using a higher,
30 Ry, cutoff. Further increase of the cutoff to 35 Ry has been
found to change the monomer frequencies by less than 1% and

dimer frequencies by less than 3%. Furthermore, we performed
DFT calculations using the PBE exchange-correlation func-
tional with a localized basis set, that is, 6-31+G(d,p), using
the Gaussian program23 to estimate the intensities of the
vibrational lines. All aggregation simulations were carried out
using Car-Parrinello molecular dynamics (CP-MD) in the same
orthorhombic unit cell of size 19.1 × 11.1 × 11.1 Å3 with a
time step of 4 au and a fictitious electron mass of 400 au at
ionic temperatures of 50, 100, and 150 K. We verified that the
shortest distance between the molecules and the edge of the
box did not fall below 3.0 Å at any time. For each temperature,
a set of 25 initial configurations was picked at random from a
CP-MD simulation at 300 K with fixed positions of the C atoms
of both monomers at a C-C distance of 8.15 Å. During these
constrained initial runs, a Nosé-Hoover 24,25 chain thermostat
was coupled to each degree of freedom, resulting in heavy
rotation of the two monomers. Subsequently, the distance
constraint was released, and a single Nosé-Hoover24,25 chain
of length three was applied to the entire system. During these
unconstrained runs of about 10 ps length, 11, 15, and 11
successful dimerization events took place at 50, 100, and 150
K, respectively. Unsuccessful events are those in which the two
monomers do not approach each other at all or even move away
from each other during the 10 ps simulation time.

In addition, free-energy calculations for the transition between
relevant local and global minimum structures were performed
using the targeted CPMD technique.17 The temperature was set
to 100 K, and a cubic unit cell of size 13.2 Å was used. For
each fixed value of the target distance, average constraint forces
were calculated from runs exceeding a length of 1 ps each. On
the reagent’s side of the barrier, the runs were 2 ps long, while
on the product side, which was not used for quantitative analysis,
the runs were 1 ps long.

III. Results and Discussion

A. Local Minimum Dimer Structures. We first discuss the
most stable optimized dimer structures as they will form the
basis of our later analysis of aggregation dynamics. Figure 1
shows the seven lowest-energy FAD structures as well as their
relative energies as obtained from our DFT geometry optimiza-
tions. Within the set of seven structures, one can distinguish
the following types of H-bond interactions (ordered by increas-
ing strength): (i) O-H · · ·OdC, (ii) O-H · · ·O(H)-C, (iii)
C-H · · ·OdC, and (iv) C-H · · ·O(H)-C. The lowest-energy
structure is the cyclic dimer A, which has two strong
O-H · · ·OdC hydrogen bonds and C2h symmetry. Dimer B (Cs

symmetry), being the second most stable isomer with one
O-H · · ·OdC and one C-H · · ·OdC hydrogen bond, is already
significantly higher in energy by 33.5 kJ/mol. The least stable
dimer G, having two C-H · · ·O(H)-C hydrogen bonds and C2h

symmetry, is 65.1 kJ/mol higher in energy than dimer A and is
therefore not expected to play a significant role.

Our DFT/PBE dimerization energies for the seven isomers
are collected in Table 1 together with other data from the
literature. It is particularly noteworthy that the MP2 results by
Qian and Krimm12 are in good agreement with the DFT/PBE
values. Although it is unclear which of the methods presented
in Table 1 yields the most accurate binding energies, it is
important to note that they all produce the same energetic
ordering. In addition, in contrast to atom-centered basis sets,
the present plane wave calculations do not suffer from the basis
set superposition error. Thus, we are confident that the current
approach is sufficiently reliable for the purpose of studying FAD
aggregation and isomerization dynamics.
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In order to provide guidance to IR spectroscopy experiments,
with the aid of which our theoretical predictions for dimer
structures derived from the aggregation dynamics simulations
described below may be tested, we have calculated harmonic
vibrational frequencies for all dimers in Figure 1. Table 2
contains calculated frequencies of the most important bond
vibrations for the monomer and the five lowest-energy dimers.
A graphical representation of the dimer vibrational modes of
Table 2 is displayed in Figure 2.

Dimer A is easily distinguishable from the other isomers by
its very intense OH stretching vibrational line, which is
massively red-shifted with respect to the monomer by 871 cm-1.
The OH signatures of the other four dimer structures are also
all very distinct and should be straightforwardly identifiable
spectroscopically. Compared to the monomer, the dimer OH
lines exhibit a strong increase in intensitysby 2 orders of
magnitude in the case of dimer A! The extent of this enhance-
ment depends on the strength of the H-bonds in the dimer.
Interestingly, this phenomenon is also observed in dimer E,
although this structure does not possess any O-H · · ·O H-bonds.
This can be explained as an indirect effect caused by the
structural changes of the other parts of the molecules upon
dimerization.

The differences are more subtle in the case of the CH
vibrations. Dimers A and E both have a single line blue-shifted

by 20 cm-1, while for dimers B, C, and D, one line is blue-
shifted by 21-43 cm-1, and the other is red-shifted by 12-33
cm-1. The blue-shifted feature, the so-called improper H-bond,
which has been predicted for weak C-H · · ·O interactions
previously,26 is typically accompanied by the unusual decrease
of the intensity of this vibration, as is the case here. However,
CH intensities are rather weak in comparison with OH lines,
so that this spectral region may be less suitable for the
identification of dimer species.

The CO lines appear to be more suitable again for distin-
guishing between the five different dimers. Dimers A and E
exhibit a single line, red-shifted by 63 and 14 cm-1, respectively,
while dimer B has two red-shifted lines, the stronger one shifted
by 29, the weaker one by 64 cm-1. For dimers C and D, one
CO line is blue-shifted by 3 and 10 cm-1, respectively, while
the other line is red-shifted by 50 and 25 cm-1, respectively.

B. Aggregation Kinetics. In order to shed light on the
mechanisms governing aggregation in rare gas matrix isolation
experiments and in ultracold helium droplets, three series of
CP-MD simulations were carried out at the different temper-
atures, 50, 100, and 150 K, each run starting from two well-
separated, randomly oriented monomers (see Computational
Details). Thus, our theoretical experiment captures the entire
aggregation mechanism, from the first contact structure, that
is, the initial metastable structure that we shall refer to as
precursor, via a first (local) energy minimum to the final product
structure.

At this point, it is important to realize that our CP-MD
simulations treat the atomic nuclei as classical particles. The
simulation temperatures should therefore be compared to
somewhat lower experimental temperatures.27 Classical simula-
tions close to 0 K are unrealistic since they do not account for
zero-point vibrational motion. Despite the fact that there is no
rigorous mapping of classical onto real temperature, our
simulations at three different temperatures allow us to predict
general trends, for example, for dimer product abundances and
aggregation mechanisms.

Let us begin with an overview of the aggregation product
species obtained from the simulations as a function of temper-
ature and compare it to the experimental findings available in
the literature. The relative abundances of final dimer products
at the different temperatures are plotted in Figure 3. At the
lowest temperature considered here, that is, 50 K, the dominant
product is dimer B, occurring in roughly half (46%) of all
aggregation events. This is in accord with spectroscopic
measurements in superfluid helium droplets,10 where this species
was exclusively observed. The local minimum structure B has
also been observed in argon matrix isolation experiments at low
(15 K) temperatures before annealing to 40 K.9 No other isomers
have been reported so far experimentally at very low temper-
ature. Our simulations suggest, however, that, initially, also FAD
isomers A, C, and D are formed in low concentrations (18%
each). Bearing in mind that the aggregation simulations only
cover a time scale of 10 ps, we cannot exclude at this point
that thermal rearrangement between different isomers takes place
at a later stage. This may be expected, in particular, for the less
stable local minimum structures C and D. We shall return to
this issue in section III.C, where we characterize free-energy
landscapes and reaction paths for thermal rearrangement.

Upon increasing the simulation temperature to 100 K, the
abundance of dimer B decreases to 40%, while that of dimer A
increases to 33% (see Figure 3). The population of dimer C
changes only a little to 20%; dimer D falls to 7%. Raising the
temperature further to 150 K confirms the main trend, namely,

Figure 1. Optimized FA dimer structures and their relative energies.

TABLE 1: Comparison of FAD Absolute Binding Energies
(in kJ/mol) Obtained in This Work (tw) Using the Plane
Wave DFT/PBE with Literature Data

method/
isomer

PBE [tw]
pw 25 Ry

BLYP5

pw 70 Ry
BLYP5

aug-cc-pVTZ
MP212

6-311++G**

A 69.1 59.0 58.2 56.9
B 35.6 33.1 31.0 32.7
C 28.1 26.8 24.7 26.4
D 20.1 19.3 18.4 22.6
E 9.6 7.5 9.2 13.4
F 7.5 10.9
G 3.8 8.0
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the decrease of the dimer B population (now 27%) at the
expense of a growing dimer A population (now 55%; see Figure
3). Interestingly, dimer C completely vanishes at 150 K, while
dimer D retains a population of 18%.

We must bear in mind, of course, the significant statistical
uncertainty in the theoretical abundances associated with the
limited number of successful dimerization events (11, 15, and
11 at 50, 100, and 150 K, respectively). However, our
observation that dimer B is favored at low temperature whereas
dimer A predominates at higher temperature is in line with
experimental evidence from matrix isolation and ultracold
helium droplet spectroscopy.9,10 Beyond that, our data clearly
suggest that it should be possible to detect low concentrations
of dimers C and D by spectroscopic measurements in cold rare
gas matrixes.

Why is the local minimum structure B the most likely
aggregation product at low temperature? In the following, we
will try to shed light on this question based on the information
obtained from the simulations. Let us first analyze in which
way the two monomers approach each other from large distance
and which kind of H-bond contacts are initially formed. It is
obvious that dipole-dipole interactions are mainly responsible
for the intermolecular attraction at very large distance. However,
unlike in the case of formamide,15 which has a strong dipole
moment of 4.5 D, the FA dipole moment is too small (1.4 D)
to remain the dominant driving force at shorter intermolecular
distance. Instead, it is predominantly the interactions between
the most polar groups, that is, the OH and CH groups on one
monomer with the CdO or OH oxygen lone pairs of the other
monomer, that are responsible for the first contact structure,

TABLE 2: Selected Stretching Vibrational Frequencies in cm-1 for the Formic Acid Monomer and Its Global and Local
Minima Dimersa

structure OH CH CdO

monomer 3623 2945 1754
[42] [43] [353]

dimer A 2752 (-871), 2585 (-1038) 2965 (20), 2963 (18) 1692 (-63), 1594 (-161)
[3517, 0] [6, 0] [790, 0]

dimer B 3614 (-9), 3176 (-447) 2988 (43), 2912 (-33) 1725 (-29), 1690 (-64)
[50, 1052] [27, 135] [608, 151]

dimer C 3436 (-187), 3243 (-380) 2966 (21), 2929 (-16) 1757 (3), 1704 (-50)
[529, 405] [55, 69] [307, 474]

dimer D 3627 (4), 3417 (-206) 2977 (32), 2933 (-12) 1764 (10), 1729 (-25)
[53, 571] [2, 76] [395, 309]

dimer E 3625 (2), 3625 (2) 2965 (20), 2965 (20) 1740 (-14), 1728 (-26)
[0, 80] [0, 23] [649, 0]

a Shifts of the dimer lines relative to the monomer are given in parentheses, and IR intensities are in units of km/mol in square brackets.

Figure 2. Vibrational normal modes of Table 2 with frequencies in cm-1 (parentheses contain the corresponding intensities in km/mol).
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the precursor. We have compared the dipole-diple interaction
energy with the total DFT interaction energy for various
configurations at an intermolecular center-of-mass distance of
5 Å and found that the magnitude of the former is typically
smaller by 1 order of magnitude than the latter.

In an attempt to develop a simplified model, we distinguish
between the seven different limiting first contact scenarios
depicted in Figure 4. These precursor structures have been
constructed on the basis of the actual observations made during
the MD runs; they are however idealized and have not been
optimized.

The oxygen atom of the carbonyl group, CdO, of monomer
1 can be approached by the hydrogen atom of the OH group of
monomer 2 in four different ways to form a H-bond. We label
the two contact structures involving the first O lone pair as 1a
and 1b; they are both planar and related to each other by rotation
about the H-bond by 180°. Similarly, the two structures
involving the second O lone pair are denoted as 2a and 2b.

In addition, H-bonds of the type C-H · · ·O have been
frequently observed in our simulations. Thus, we propose a
model where the oxygen atom of the CdO group of monomer
1 is approached by the hydrogen atom of the CH group of
monomer 2. Precursors 1c and 2c in Figure 4 show the formation
of a C-H · · ·O H-bond involving either the first or the second

O lone pair of monomer 1. Furthermore, we also detected a
precursor with an O-H · · ·O H-bond between the hydrogen
atom of the OH group of monomer 1 and the oxygen atom of
the OH group of monomer 2 (see Figure 4, 3).

Taking into account all our successful aggregation simulations
at 50 K, we count 9% first contacts of type 1a, 27% 1b, 46%
2a, 9% 2c, and 9% 3 (see the second column in Table 3). To
fully understand the pathways leading to a particular product,
it is now important to investigate which local minimum is first
reached from each type of precursor. This information should
provide vital clues about the dimers formed at extremely low
temperature, as in superfluid He nanodroplets, where the
aggregation path is not likely to go beyond the first potential
barrier encountered. Such statistics are presented in Table 3.

First, we would like to emphasize that 2b-type contacts were
never observed at 50 K. This is significant because 2b would
be the most direct precursor of the global minimum structure
A, indicating that dimer A is unlikely to be kinetically formed
but only via thermodynamic conversion from a local minimum
structure.

The most likely precursor was found to be 2a (46%
abundance), which, in all cases, leads to the formation of dimer
C initially. By the end of the simulation, 40% of these initial C
structures had rearranged to form dimer B, and another 20%
formed dimer A (see Table 3). Note that 2a is the only precursor
that leads to C. Snapshots from a typical 2af C trajectory are
depicted in the top panel of Figure 6.

The most abundant product at 50 K overall, that is, taking
into account all of the different precursors, is dimer B (46%).
As Table 3 demonstrates, another large portion of the final B
structures is formed via precursor 1b, which initially always

Figure 3. Relative abundances of dimerization products at different
temperatures. Dimer A (O): 18% at 50 K, 33% at 100 K, 55% at 150
K. Dimer B (0): 46% at 50 K, 40% at 100 K, 27% at 150 K. Dimer
C ()): 18% at 50 K, 20% at 100 K, 0% at 150 K. Dimer D (∆): 18%
at 50 K, 7% at 100 K, 18% at 150 K.

Figure 4. Idealized model structures of first dimerization contacts.
The structures labeled 1a, 1b, and 1c all involve lone pair 1 of the
CdO oxygen atom; 2a, 2b, and 2c, involve lone pair 2 of the CdO
oxygen atom; 3 involves the lone pair of the OH group.

TABLE 3: Abundances (in Percent) of the Different
Precursors Defined in Figure 4, the Distribution of the First
(Local) Minimum Structures Reached from Each Precursor,
and the Corresponding Final Distributions at 50, 100, and
150 K

precursor first minimum final minimum

A B C D E A B C D

T ) 50 K
1a 9 0 100 0 0 0 0 100 0 0
1b 27 0 100 0 0 0 33 66 0 0
1c 0 0 0 0 0 0 0 0 0 0
2a 46 0 0 100 0 0 20 40 40 0
2b 0 0 0 0 0 0 0 0 0 0
2c 9 0 0 0 100 0 0 0 0 100
3 9 0 0 0 100 0 0 0 0 100
total 100 0 36 46 18 0 18 46 18 18

T ) 100 K
1a 7 0 100 0 0 0 0 100 0 0
1b 13 50 50 0 0 0 50 50 0 0
1c 7 0 0 0 0 100 0 100 0 0
2a 20 0 33 66 0 0 33 33 33 0
2b 7 100 0 0 0 0 100 0 0 0
2c 26 0 0 0 100 0 50 25 25 0
3 20 0 0 0 100 0 0 33 33 33
total 100 13 20 13 47 7 33 40 20 7

T ) 150 K
1a 27 0 100 0 0 0 33 66 0 0
1b 27 66 33 0 0 0 100 0 0 0
1c 9 0 0 0 0 100 0 100 0 0
2a 9 0 0 100 0 0 100 0 0 0
2b 0 0 0 0 0 0 0 0 0 0
2c 9 0 0 0 100 0 0 0 0 100
3 18 0 0 0 100 0 50 0 0 50
total 100 18 37 9 27 9 55 27 0 18
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transforms to B, but one-third of the initial B structures rearrange
to become A. Can we understand why dimer B is the preferred
product for the 1b precursor scenario? The potential scan shown
in Figure 5 illustrates that precursor 1b transforms into B by
straightforward, barrierless rotation about the H-bond. In order
to reach dimer A from the same starting point, a potential barrier
of ∼2.5 kJ/mol needs to be overcome (Figure 5), which is
associated with breaking the H-bond with one O lone pair and
forming a new H-bond with the other lone pair. In addition,
the former rotation has a much smaller moment of inertia and
therefore occurs much faster than the latter. This particular 1b
f B dimerization path is further illustrated in the lower panel
of Figure 6, showing snapshots from a representative trajectory.

The remaining portion of the dimer B final products is formed
via the first contact structure 1a (Table 3). This precursor is
closest to B out of all precursors; thus, the 1a f B path is the
most direct route to the formation of B.

The formation of dimer D, hitherto undetected in experiment
but accounting for 18% of all final products, is seen to occur
with equal probabilities via the precursors 2c and 3. Interest-
ingly, both precursors lead to direct formation of D without
passing through other local minima on the way (Table 3).

The main net changes upon increasing the temperature to 100
K are an increase in the final A population and a decrease in
the D population. This is partly due to thermal rearrangement
of D structures, initially formed via the most likely precursor
2c, to the global minimum structure A. The top panel of Figure
7 shows that this rearrangement typically proceeds via a number
of local minima. The initial D population arising from precursor
2c is hereby completely depleted. In contrast, the second most
likely precursor 3, also exclusively resulting in D as the first
dimer structure, does not lead to A but rather B, C, and D with
equal probabilities. A typical direct 3 f D trajectory is
illustrated in the lower panel of Figure 7.

As one would expect, a further increase in temperature to
150 K leads to another rise in the population of the thermody-
namically most stable structure A. The most likely joint
precursors are 1a and 1b (27% each; see Table 3). While at
lower temperature 1a exclusively leads to B, at 150 K, we
observe that a third of these structures transform to A. The
remainder of 1a precursors still result in B. This most direct
formation of B is illustrated in the top panel of Figure 8.

Continuing the trend that has emerged from analyzing the
product distributions at 50 and 100 K, precursor 1b now
exclusively leads to A at 150 K. The same trend prevails also
in the distributions of first minimum structures following on
from 1b (Table 3). An example of a trajectory that connects 1b
with the final product A via the local minimum C is shown in
the lower panel of Figure 8.

Perhaps somewhat surprising, there is still a considerable final
population of D at this temperature, whereas C has vanished
completely. At this point, the reader should be reminded of (a)
the relatively large statistical uncertainty in the percentages listed
in Table 3 due to the limited number of successful aggregation
events that have been computationally feasible to study and (b)
the fact that the final product distributions refer to the simulation
time scale of 10 ps and may shift toward the lowest-energy
structures for longer times. Having said that, at the ultracold
conditions of superfluid helium nanodroplet or rare gas matrix
isolation experiments, it should certainly be possible to stabilize
even the less stable products C and D, and we would definitely
encourage experimentalists to search for such evidence.

C. Thermodynamic Structural Rearrangements. Accord-
ing to the above aggregation simulations, four different dimer

Figure 5. Minimum-energy profiles along the CdO · · ·O-C dihedral
and O-H · · ·O angles starting from the 1b initial contact structure (see
Figure 4) shown at the center. The rotation along the CdO · · ·O-C
dihedral angle from its initial value of 180 to 0° leads to isomer B,
whereas the change of O-H · · ·O from its initial value of 99 to 180°
produces isomer A.

Figure 6. Snapshots from two selected aggregation simulations at 50
K. Top: (1) t ) 0: The two monomers are released at a C-C distance
of 8.15 Å. (2) t ) 2.5 ps: A first O-H · · ·OdC contact is established
(precursor 2a). There is additional hydrogen bond interaction of the
O-H · · ·O(H)-C type. (3) t ) 2.8 ps: The O-H · · ·OdC hydrogen
bond becomes linear and shortens to near-equilibrium distance. (4) t
) 3.5 ps: The second, O-H · · ·O(H)-C hydrogen bond is optimized,
and dimer C formed. Bottom: (1) t ) 0: The two monomers are released
at a C-C distance of 8.15 Å. (2) t ) 3.0 ps: A first O-H · · ·OdC
contact is established (precursor 1b). (3) t ) 3.6 ps: Rotation about
the O-H · · ·OdC hydrogen bond. (4) t ) 4.6 ps: A second C-H · · ·OdC
hydrogen bond and thus dimer B are formed.
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structures could be present in rare gas matrixes at very low
temperatures. However, strictly speaking, the temperature-
dependent distributions (Figure 3 and Table 3) only reflect the
situation a few picoseconds after the first contact between the
two monomers. All local minimum FAD structures may be
expected to undergo thermal rearrangement to lower-energy
isomers beyond the picosecond time scale depending on the
temperature. To explore this possibility, we have carried out
free-energy calculations using targeted MD (TMD) for the most
likely conversions, that is, C f A, B f A, and B f C. These
rearrangement scenarios have been suggested by the aggregation
pathways described above. Here, we can analyze in detail the
reaction mechanisms and the free-energy barriers associated with
the particular paths.

Figure 9 shows the free-energy profiles along the TMD
reaction path for the three conversions. In each case, a series
of simulations was carried out starting from the initial local
minimum structure corresponding to the largest target distance
shown. The target distance was then incrementally decreased
until the target dimer structure was reached. Note, however,
that the target distance can never be exactly zero as this would
not allow the atoms to move.

This way, the free-energy barrier for the B f C rearrange-
ment process, frequently observed during aggregation (see, for
instance, Figure 8), was calculated to be 16.2 kJ/mol (see Figure
9).

The rearrangement process starts with cleavage of the
C-H · · ·O bond, followed by out-of-plane rotation about the
O-H · · ·O H-bond. In the transition-state structure, the two
planes, spanned by the monomers atoms, are roughly perpen-
dicular to each other (see Figure 9). The O-H · · ·O bond
remains intact throughout the entire transformation. Further
rotation results in the formation of an O-H · · ·O(H)-C H-bond
and thus dimer C.

We would like to point out that our TMD free-energy curves
(Figure 9) should not be used to derive free-energy barriers for
the reverse reactions, for example, C f B. This is due to the
well-known overestimation of free energies by TMD close to
the target structure as a result of the decrease of the accessible
configuration space.17

For the sake of comparison and to obtain an estimate of the
entropic contribution to the free energy, we have also calculated
the energy difference between the optimized initial structure,
B, and the optimized transition state. The calculated energy
difference of 13.4 kJ/mol is only 2.8 kJ/mol lower than the free-

Figure 7. Snapshots from two selected aggregation simulations at 100 K. Top: (1) t ) 0: The two monomers are released at a C-C distance of
8.15 Å. (2) t ) 1.5 ps: A first C-H · · ·OdC contact is established (precursor 2c). (3) t ) 2.7 ps: The first local minimum, D, is traversed. (4) t )
4.0 ps: A second local minimum, C, is traversed. (5) t ) 4.9 ps: A third local minimum, B, is traversed. (6) t ) 5.8 ps: The final, global minimum
structure A is reached. Bottom: (1) t ) 0: The two monomers are released at a C-C distance of 8.15 Å. (2) t ) 1.2 ps: A first O-H · · ·O(H)-C
contact is established (precursor 3) (3) t ) 1.5 ps: Rotation about the first H bond leads to a C-H · · ·OdC second contact. (4) t ) 1.7 ps: The final
structure D is reached.

6272 J. Phys. Chem. A, Vol. 113, No. 22, 2009 Rodziewicz and Doltsinis



energy value. However, this corresponds to a relative entropic
contribution of ∼20%.

Analogously, the free-energy barrier for the B f A reaction
pathway was calculated to be 15.5 kJ/mol. This is slightly higher
than the energy value at 0 temperature of 9.6 kJ/mol calculated
by Gantenberg et al. 9 at the B3LYP/6-311++G** level. As
their result is not a free energy, it should be compared to our
energy difference of 12.7 kJ/mol between optimized transition-
state and initial structures. As in the B f C case, the entropic
contribution to the free energy is thus 2.8 kJ/mol in our
simulations.

The mechanism in the B f A reaction pathway is quite
similar to the one observed for the B f C process. First, the
weaker C-H · · ·O bond breaks, and then, the rotation along the
remaining O-H · · ·O enables the formation of the second
O-H · · ·O bond. The transition-state structure consists of two
quasi-perpendicular planes, that is, the monomers, bridged by
the O-H · · ·O H-bond (Figure 9).

Our results mean that an initially formed dimer B can convert
with nearly equal probability into dimer A or dimer C. Once C
is formed, it can then undergo a transition to the global minimum
A. Our TMD simulations predict a rather low free-energy barrier
of 7.3 kJ/mol (the energy difference is 5.0 kJ/mol) for the Cf
A reaction. This is due to the first step of the C f A reaction
being the apparent cleavage of a weak O-H · · ·O(H)-C bond,
followed by the rotation about the stronger O-H · · ·O bond.
The transition-state structure is shown in Figure 9; it is similar
to the other two transition states as far as the quasi-perpendicular
arrangement of the two molecules is concerned. However, it
appears that actually a weak O-H · · ·O(H)-C contact is
maintained in the C f A reaction up to transition state. This
could indeed contribute to the small barrier height for this
process. By further rotation, the system becomes planar, and
the second O-H · · ·O bond and thus dimer A are formed.

The low C f A free-energy barrier explains why the C
population in our aggregation simulations is totally depleted at
150 K (Figure 3). However, we have also carried out uncon-
strained simulations of dimer C at thermal equilibrium at a
temperature of 100 K. During this run, a spontaneous conversion
of C to A was observed, meaning that ultracold conditions are
necessary to stabilize dimer C.

IV. Conclusions

We have performed first-principles molecular dynamics
simulations of the dimerization process of formic acid mimick-
ing the conditions in matrix isolation or helium droplet
experiments. The aggregation product distributions obtained at
the different classical simulation temperatures, 50, 100, and 150
K, suggest that the second most stable dimer structure B
predominates at low temperature (50 K), while the global
minimum structure A is the preferred species at 150 K. This is
completely in line with the experimental evidence published to
date. However, our theoretical data also predict the formation
of significant concentrations of the less stable local minimum
dimers C and D at low temperatures. We provide IR vibrational
frequencies of all relevant isomers to guide the experimental
search for these additional dimers.

Furthermore, our simulations offer detailed insight into the
aggregation mechanism, that is, the dynamical pathway con-
necting the first contact structures to the final dimer products
via a number of local potential minima. Our analysis also
rationalizes why dimer B is the most favorable kinetic product.
Interestingly, unlike in the case of formamide, the dipole-dipole
intermolecular interactions do not play the decisive role in the
nature of the first contact structure here. This is due to the
comparatively small dipole moment of formic acid.

Figure 8. Snapshots from two selected aggregation simulations at 150
K. Top: (1) t ) 0: The two monomers are at the fixed C-C distance
of 8.15 Å. (2) t ) 1.8 ps: A first O-H · · ·OdC contact is formed, the
two monomers not being coplanar. (3) t ) 2.0 ps: Precursor 1a is
formed, the two monomers being quasi-coplanar. (4) t ) 2.3 ps:
Formation of the final structure B. Bottom: (1) t ) 0: The two
monomers are at the fixed C-C distance of 8.15 Å. (2) t ) 5.5 ps: A
first O-H · · ·OdC contact is formed (precursor 1b). (3) t ) 6.3 ps:
The first local minimum, B, is traversed. (4) t ) 7.4 ps: The second
local minimum, C, is traversed. (5) t ) 8.0 ps: The final, global
minimum, A, is reached.

Figure 9. Free-energy curves from TMD simulations for the thermal
rearrangements B f A, B f C, and C f A. The arrows above the
curves indicate the direction in which the simulations were carried out.
The free energies of the initial structures (large target distances) were
set to 0. Also shown are the respective transition-state structures.
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To investigate thermal rearrangement between different local
minimum FAD structures, which typically occurs on a time scale
beyond the 10 ps of our aggregation simulations, we have
performed free-energy calculations using the targeted MD
method. For the most frequent conversions, that is, C f A, B
f A, and B f C, we have studied the reaction mechanisms
and the free-energy profiles associated. The free-energy barriers
for the B f A and B f C reactions are both about 16 kJ/mol,
while that for C f A is considerably lower (7 kJ/mol),
suggesting that C can only be stabilized at ultracold conditions.
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